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ABSTRACT
Fake online social network (OSN) profiles created using natural language
and image generation models are becoming increasingly sophisticated and
thus harder to detect by traditional methods. Current research focuses on
improving the detection of intra-field inaccuracies and artifacts, meaning
those that exist within a deep fake image or within generated text in isolation
[5, 6, 8]. However, personas andOSN profiles are built on a collection of multi-
modal fields that must maintain both intra-field and inter-field consistency.
This project aims to determine how intra-field and inter-field inconsistencies
affect perceived trust by OSN users and how those inconsistencies compare
with each other leveraging a user study with fake LinkedIn profiles created
using generative text and image algorithms. At the time this report was
written, we had not begun the user study, so the results are forthcoming.

1 INTRODUCTION
A considerable share of modern society participates in online plat-
forms that depend on user-provided content. Many of these sites are
populated by fabricated content and personas that aim to deceive
and exploit the trust of real users to disseminate fake news [15], pro-
mote social discord [4], and perform social engineering attacks [9].
Traditional methods for fake profile generation have either required
extensive manual effort, which is costly, or made use of templates
and stock photos, which are easily detectable, overall limiting the
impact of such attacks.

However, developments in generative image and text algorithms
may enable malicious users to create more convincing fraudulent
profiles without as muchmanual effort. Through architectural break-
throughs in generative text and image algorithms, such as GPT-2
[13] and StyleGAN2 [7], these generative models can now create
images and text with unprecedented levels of quality and realism.
This gives rise to concern over an attacker’s ability to create realistic
and non-templated profiles that are much harder to detect by way
of traditional detection methods.

Examples of such profiles already exist on OSNs, such as LinkedIn.
According to a report by the Associated Press, there is evidence of a
"would-be spy using an AI-generated profile picture to fool contacts
on LinkedIn" [16]. Experts in the field of artificially generated images
reviewed the profile and have identified all the indicators that it is a
generated image, or a deep fake, such as those created by StyleGAN2
[7, 14]. This fake profile is connected to high-profile United States
politicians, which is clearly a security risk since experts believe
accounts such as this one are run by foreign agents as part of state-
run operations [14].

Prior work regarding automated detection focuses on generated
text and image in isolation [5, 6, 8] and consequently do not account
for semantic inconsistencies acrossmulti-modal fields. Real LinkedIn
profiles consist of a collection of fields, such as name, image, textual
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summary, education, experience, and more, all of which maintain
semantic relationships between one another. These fields may be
leveraged to distinguish between real and fabricated profiles given
that current image and text generation and detection algorithms
perform in isolation and do not account for relationships between
these fields.

We hypothesize that temporal relationships, such as apparent age
in photo and years of experience, professional relationships, such as
field of degree and field of job, often exist between fields within real
profiles, and inconsistencies within such relations may be indicative
of a fabricated profile. We aim to analyze the effects of these inter-
field inconsistencies on user trust in addition to traditional intra-
field inconsistencies, such as image and text artifacts generated by
the respective generative algorithms. We investigate the following
research questions in this work:
RQ. 1 Can users detect inter-field inconsistencies when distinguish-

ing between real and fabricated profiles?
RQ. 2 How do inter-field inconsistencies compare with traditional

intra-field inconsistencies in relation to user trust and behav-
ior?

2 RELATED WORK
In [10], Ma et al. conduct a user study using Airbnb host profiles
to examine user trust in host profiles created using generative text
algorithms. They focus on the text-based description included on
Airbnb profiles, and not the other fields, such as photos, reviews,
and social media verification status, in their user study. In this work,
we use several fields of LinkedIn profiles, including photo, name,
textual summary, education, and experience sections, to investigate
both intra- and inter-field inconsistencies as they relate to user trust
and profile trustworthiness.

In [3], Everett et al. conduct a user study to investigate if and how
well users can detect automated text online. They find that "typi-
cal Internet users are twice as likely to be deceived by automated
content than security researchers." Similarly, they only focus on the
users’ ability to detect automated text in isolation.
In [8], Kennedy et al. propose a method for automated text de-

tection in the context of online reviews. Their work focuses on
detecting automated content on text in isolation. Hsu et al. [6] and
Guera et al. [5] propose deep fake image and video detection algo-
rithms, respectively, leveraging machine learning methods. These
works focus on the detection of fake images in isolation, while in
this work we investigate whether users can identify fake profiles
that contain deep fakes as one of the inconsistencies and how it
compares with the detection of other field inconsistencies.

In [1], Adikari et al. propose a data mining approach to detect fake
profiles on LinkedIn using static features of profiles. They verify
the results manually by checking for semantic consistency between



attributes among other features, reuse of information across differ-
ent accounts, credibility of connections, and more, while we aim to
investigate whether users are able to identify these inconsistencies
within one single profile.

3 METHOD
To reiterate, the aim of this work is to investigate the following
research questions:
RQ. 1 Can users detect inter-field inconsistencies when distinguish-

ing between real and fabricated profiles?
RQ. 2 How do inter-field inconsistencies compare with traditional

intra-field inconsistencies in relation to user trust and behav-
ior?

We intend to answer these questions leveraging a user study
in which participants are presented a series of LinkedIn profiles
created using generative text and image models GPT-2 [13] and
StyleGAN2 [7], respectively. Participants will be asked to answer
questions related to metrics of trust described in [10], those being
ability, benevolence, and integrity. We hypothesize that higher levels
of trust indicate greater perceived authenticity in the profile and
lower levels of trust indicate a perception of fraudulence [10]. Since
we have not yet begun the studies, we will not disclose the study
design in greater detail in this report.

3.1 Profile Data
The data used to create the content of the LinkedIn profiles was
obtained from MightyRecruiter’s résumé database [11]. We chose
five occupation groups for which the distributions of age, gender,
and ethnicity were well varied using demographic statistics from the
United States Department of Labor [12]; computer and information
technology, healthcare, sales, arts and design, and legal occupations.
We obtained 29,000 publicly available résumés across these five
occupations to serve as the base data set for the LinkedIn profiles.
The résumés containmany of the same contents as a typical LinkedIn
profile, those being name, self summary, job experience, education,
and skills. The real names are substituted for names selected based
on data from the United States Census on most common names
by race and gender [2] in order to remove personally identifiable
information from the profiles.

The images in each LinkedIn profile were generated using Style-
GAN2 [7]. We selected images that appear to match the given occu-
pation’s distribution of race, gender, and age.

3.2 Base Profile Creation
The LinkedIn profiles to be presented to the survey participants
contain the following fields: name, photo, current title, summary,
experience section, and education section.

In order to create the profiles, we first selected base profiles from
each occupation based on the résumé summary. The final base pro-
file summaries must meet these requirements after manual editing:

(1) Reference at least three out of four of these items: current job,
education (i.e., degree(s)), skills related to occupation, and
years of experience

(2) Be 80-100 words in length
(3) Contain no major grammar issues

We maintain that each summary should contain those four ref-
erences (i.e., current job, education, skills, and years of experi-
ence) because these are the pieces of information that can be cross-
referenced with the other elements of the LinkedIn profile. If an
original summary only referenced three out of the four references,
we added the remaining one using the same sentence structure
and content found in other base profile summaries with the given
profile’s information. If an original summary was too long but con-
tained the necessary references, then we removed the superfluous
information. Finally, we fixed any grammar issues to ensure the
final base summary met the above requirements.
In order to anonymize the profiles, for each base résumé we

replaced the education and experience sections with those of other
résumés with similar occupations and educational backgrounds.
In addition, we replaced the names of all companies and schools
referenced in the profiles with fictional ones in order to increase
anonymity and remove any bias that could be associated with these
institutions. We followed these criteria in selecting profiles from
which to take education and experience sections for the base profiles:

(1) The source education section must contain a degree and field
of study that is the same or as similar as possible to that of
the base profile.

(2) The source experience section must contain the same or sim-
ilar occupations involving the same skills mentioned in the
base summary, and it should only contain three experience
items so the profile is not too long for participants to read
during the survey.

Once these changes were made, we updated the referenced years
of experience, current job title, and educational experience in the
summary to ensure consistency across the profile sections.

Finally, we selected an image from the StyleGAN2 [7] output that
does not contain any artifacts and a name, both of which corre-
sponding to the given profiles most prevalent race, gender, and age
using data from the U.S. Census [2].

3.3 Profile Variant Creation
Following with our research questions, we created variations of each
base profile that contain intra- and inter-field inconsistencies. Each
variant profile only varies by one difference so that we may better
analyze the survey data and answer our research questions regarding
the comparison between intra- and inter-field inconsistencies and
whether users can identify inter-field inconsistencies. For each base
profile, there are five variations. The profile variations and creation
methodology are as follows:

Base Profile

• The profile contains no inconsistencies. Refer back to section
3.2 for base profile creation methodology.

Profiles with Intra-Field Inconsistencies

• The profile image contains artifacts commonly found in deep
fakes (i.e. smudges on skin, halo effect around hair, indistinct
background, blurred earrings, etc.). This is done by selecting
a StyleGAN2 [7] output image that matches the race, gen-
der, and age of the base profile image that contains obvious
artifacts.



• The summary text contains artifacts commonly found in gen-
erated text (i.e. repetition, grammatical errors, off-topic con-
tent, etc.). This is done by running the GPT-2 [13] model
trained for the specific given occupation with the first few
words of the original summary as a prompt until we generate a
summary that contains at least three of the four desired refer-
ences to education, current job, skills, and years of experience.
This way, the summary will contain the same categories of
information so that the format of all summaries is consistent,
but it will contain artifacts from the generative algorithm.
We also made sure the chosen summary only differs from the
original summary by ±10 words. We manually selected the
summary that reflects these requirements.

Profiles with Inter-Field Inconsistencies

• Temporal Inconsistency
– The years of experience in the summary does not match
dates in the experience and education section. We accom-
plished this by inputting a portion of the summary preced-
ing the reference to the years of experience into the GPT-2
[13] model trained for the specific given occupation and
selecting a generated output that contains a number dif-
ferent from the original. The rest of the summary remains
the same as the original.

– The person in profile image appears significantly younger
than the implied age based on their indicated years of expe-
rience in the summary section. We did this by selecting an
image output by the StyleGAN2 [7] algorithm that matches
the target gender and race of the original profile but appears
to be much younger than the original image. This way, we
created an inter-field temporal inconsistency that would
require the profile viewer to see that the profile persona
appears too young to have the given years of experience
listed in the profile, for example.

• Professional Inconsistency
– The summary lists a different field of experience and ed-
ucation than do the education and experience sections
of the profile. We created this summary by running the
GPT-2 [13] model trained for the specific given occupation
several times starting with the first few words of the origi-
nal summary as prompt. In order to maintain the original
summary’s grammar and sentence structure while only
changing the professional references, we only generated
text where those references occur in the original summary,
with the original text as prompt. This way, the new sum-
mary contains references to a different occupation from
what is shown in the rest of the LinkedIn profile, creating
an inter-field professional inconsistency.

3.4 Study Design
Since we have not yet begun the user study, we will not disclose the
study design in this report.

4 DISCUSSION
As was mentioned before, at the time this report was written we had
not begun the user studies and thus the results of the user studies

and respective analyses are forthcoming. To reiterate, we hope to
answer these research questions:
RQ. 1 Can users detect inter-field inconsistencies when distinguish-

ing between real and fabricated profiles?
RQ. 2 How do inter-field inconsistencies compare with traditional

intra-field inconsistencies in relation to user trust and behav-
ior?

Regarding RQ. 1, if users cannot detect inter-field inconsistencies
when distinguishing between real and fabricated profiles, this may
be a strong reason for the development of consistency detection
algorithms to warn OSN users and help OSNs detect suspicious
profiles. On the other hand, if users can detect inter-field inconsis-
tencies, attackers would have to consider such relationships when
crafting profiles. Regarding RQ. 2, if users can detect both inter-
and intra-field inconsistencies, we want to investigate how they
respond to each type of profile. If they can detect both but respond
to either with varying levels of trust, this would suggest that cer-
tain inconsistencies are more important with respect to user trust,
and would similarly give both OSNs and attackers more insight
into what they should be focusing on for both fraudulent profile
detection and creation, respectively.

5 FUTURE WORK
A future project we are interested in pursuing is an analysis of
how stereotypical relationships regarding gender and race within
fabricated profiles impact user trust and behavior on OSNs. In this
work, we used the most demographically prevalent gender and race
for each occupation in the United States to select the image and name
for each profile. The names were selected using the most common
names for a given gender and race combination. We hope to analyze
these variables in a very similar context to investigate whether
stereotypical relationships and related inconsistencies affect user
trust and behavior within OSNs. We want to investigate how user
bias may play a role in their trust and behavior of OSN profiles as
it relates to the intersection of gender and race with occupation,
experience, and education. This future work would be an extension
of this project because stereotypical relationships are another field
within OSN profiles that may be leveraged in distinguishing between
authentic and fabricated profiles.
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